
Eiger X at SOLEIL MX beamlines

High Data-Rate MX Meeting at DLS                                                 2019-11-06

Martin Savko
savko@synchrotron-soleil.fr



Source: U20 in vacuum undulator

Focussing: KB, CRL 

Tunable: 5.5 - 15.5 keV

Flux: 2.0e12 ph/s  @ 500mA @ 12.65keV

Beam size: 20x40 μm

Area Detector: Eiger X 16M

XRF Detector: Ketek AXAS-M2 H150

OAV Camera: Prosilica GC 1350

Goniometer: SmarGon

Sample Changer: CATS (48 samples)

MXCuBE: Qt4 v 2.3 (CentOS 7)

Proxima 1

Source: U24 in vacuum undulator

Focussing: KB, horizontal PFM

Tunable: 5.5 - 18.5 keV

Flux: 1.6e12 ph/s @ 500mA @ 12.65keV

Beam size: 5x10 μm

Area Detector: Eiger X 9M

XRF Detector: Ketek AXAS-M2 H80

OAV Camera: Prosilica GC 1350

Goniometer: MD2 with MK3

Sample Changer: CATS (144 samples)

MXCuBE: Qt4 v2.3 (Ubuntu 14.04)

Proxima 2A



Multiaxis goniometry
● Smargon on Proxima 1 (SmarAct)

○ SmarAxis Tango Device Server (C++) developed at SOLEIL

● MK3 on Proxima 2A (Arinax)
○ JLIB software accessed through Tango Device server



Sample changers
● CATS robots on both beamlines. Control via PyCats Tango Device Server
● Mature integration 

○ Failure rate below 1 per 4000
○ Exchange time 35 seconds



X-ray Area Detectors at SOLEIL’s MX beamlines 

● Eiger X 9M (PROXIMA 2A) and 16M (PROXIMA 1)
● Firmware version: SIMPLON v. 1.6.6 
● User operation 

○ Eiger X 9M December 2015
○ Eiger X 16M October 2018

● bslz4 compression
● Max speeds 

○ 750Hz @ 4M ROI
○ 238Hz @ 9M
○ 133Hz @ 16M

● ~10 TB of raw data per day on average 
● ~1PB raw data per year, ~100TB with bslz4 compression



Network and performance of the setup

● 10 GbE network
● ~ 1000 MB/sec download speed

○ Using both 10Gbit ports of the DCU
○ ~600 MB/sec with single 10Gbit port

● ~ 114 MB/s is the average data rate 
○ Maximum observed data rate ~ 770.57 MB/s
○ In practice no data transfer bottleneck thanks to bitshuffle lz4

● The server has RAM cache of 170 GB
○ ~ 20 min autonomy assuming average data rate in bslz4 compression

● 12.75 is the average observed bslz4 compression ratio
○ x 14.4 per 32bit -- average compressed image size ~3 MB (for 9M)
○ x 10.9 per 16bit -- average compressed image size ~2 MB (for 9M)



Processing infrastructure

● Systems dedicated to a single beamline
○ Keeping data close to source
○ Tailor processing power to the detector
○ Minimizing administrative overhead

● Huawei FusionServer RH8100 V3 Rack Server 
○ 8 x XEON E7-8890 v3 @ 2.5GHz, 144 cores, 288 threads
○ 2.56 TB RAM (DDR4 1866MHz)
○ 4 x 10GBe
○ 5.76 TFlops
○ spot finding with dials.find_spots and Dozor 
○ data integration with XDS

* http://e.huawei.com/en/products/cloud-computing-dc/servers/rh-series/rh8100-v3

*



Automated processing of data

● XDSME data processing for every collect if user logged into ISPyB
○ Stable as of the last three runs

● autoPROC pipeline added over the last run
● Characterization images automatically analyzed

○ dials.find_spots
○ DOZOR
○ xdsme
○ BEST strategy calculation (upon successful integration with xdsme)



Data handling infrastructure
● 10GBe network
● Local buffer on the processing server

○ 2.56TB RAM
○ 3TB RAID 6 SAS + 16TB SSD
○ 256 TB RAID 60 SAS (double that on PX1) 

■ Directly attached storage (DELL MD 1400 with PERC H840 SAS external PCI card)

● Medium and long term storage (Active Circle based), NFS access
○ Local cell: 10TB SSD, 20TB SAS 
○ Remote cell: 1PB via 10Gbe









Handling On Axis Viewer
● 1024x1360 pixels
● run @20Hz
● using Vimba 
● redis in-memory database used to distribute images to unlimited number of 

clients
● 5TB data per day



Addressing bottlenecks
● sample changer reliability
● sample alignment robustness

○ better model of the sample and its environment
○ making x-ray centring non-intrusive and fast to allow to make it the default part of 

characterization 

● sample supply
○ user scheduling

 



● solving socket communication
problems

● fine tuning dewar and gonio
approach positions

● MD2 - robot communication timing
issues

● detection of collisions by current
spikes -- fine tuning collision current
thresholds

● maitaining good vacuum in robot dewar

Increasing robot reliability over time



mount 22s

exchange 35s

exchange involving beamstop removal 55 s



most significant mode at 220s

small mode 
at 15 
seconds 
correspond to 
either empty 
or iced up 
loops 



Beamline throughput

● PROXIMA 2A now passes ~10000 samples per year
● The raw throughput (given current technology) is at least 5 times higher 

mode at 220s

small mode 
at 15 
seconds 
corresponds 
to either 
empty or iced 
up loops 



Mode of the distribution at 8 s. Typical sample is manually 
aligned 6 times on average.







Slab model





Addressing bottlenecks
● sample changer reliability
● sample alignment robustness

○ better model of the sample and its environment
○ making x-ray centring non-intrusive and fast to allow to make it the default part of 

characterization 

● sample supply
○ user scheduling

 









https://github.com/mxcube/HardwareRepository/blob/master/HardwareObjects/SOLEIL/PX2/PX2Diffractometer.py

https://github.com/mxcube/HardwareRepository/blob/master/HardwareObjects/SOLEIL/PX2/PX2Diffractometer.py
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